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Motivation 

• Abundance of information online. 

 

• Impossible to go through them all manually. 

 

• Need a way to process these information 

automatically. 
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Motivation 

• What is a topic model? 

– A model that assign topic labels to each word. 

– Gives a summary of the corpus in the form of ‘topics’. 

– Other usages include clustering of documents.  

 

• Examples: 

– Latent Dirichlet Allocation (LDA) 

– Author topic model (ATM) 

– HDP-LDA 

 

Bayesian (parametric) 

Bayesian (nonparametric)  
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Motivation 

• Why Bayesian? 

– Model-based, thus fundamentally sound compared to 

rule-based method. 

– Incorporation of prior information (from expert 

knowledge or previous experiments). 

– Clear inference!  

 

• Why Nonparametric? 

– Very flexible. 

– Able to learn the number of clusters in topic modelling. 
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Motivation 

• Aims: 

– Incorporate auxiliary information to improve topic 

modelling. 

– Employ states-of-the-art nonparametric Bayesian 

techniques for NLP applications. 

• Pitman-Yor process (PYP), 

• Gaussian process (GP), 

• Inference with blocked Gibbs sampling. 

– Design a framework to implement arbitrary topic 

models that utilise hierarchical PYP (HPYP). 

• Speed up topic model development. 
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Implementation Framework 

• Want a framework to implement arbitrary HPYP 

topic models. 

 

A simple HPYP topic model 

 
A more complicated HPYP topic model 
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Implementation Framework 

• Want a framework to implement arbitrary HPYP 

topic models. 

– Focus on code reusability. 

– Modularisation of the PYPs. 

• Each PYP stores variables locally. 

• Each PYP performs computation locally. 

• Each PYP can call methods of its parent PYPs, allowing 

recursion. 

 

– (We won’t go into details since they require knowledge 

on “Chinese Restaurant Process”) 
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Opinion Mining 

• Motivation: 

– First hand opinions on products and services are 

readily available on social media, i.e. tweets. 

– Good source for reviews. 

– Available in large quantity but unstructured and messy. 

 

 

 

 

 
270 tweets on iphone 6s created last 20 mins 
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Twitter Opinion Topic Model 

• We propose the Twitter Opinion Topic Model 

(TOTM) to perform opinion mining on electronic 

products from tweets. 

• TOTM uses hashtags, mentions, emoticons and 

sentiment lexicons to improve sentiment 

analysis. 
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Twitter Opinion Topic Model 

• Advantages of TOTM: 

– Models the target-opinion interaction directly, allowing 

the discovery of target-dependent opinions. 

 

– Example 1: 

• Long battery life is good. 

• Long working hour is bad. 

 

– Example 2: 

• TOTM knows that “friendly dumpling”  

 is unlikely while existing models don’t. 

  A friendly dumpling 
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Twitter Opinion Topic Model 

• Advantages of TOTM: 

– Models the target-opinion interaction directly, allowing 

the discovery of target-dependent opinions. 

– Provides a novel formulation to incorporate sentiment 

lexicon as prior into topic models. 

• Uses a tunable parameter to control the strength of the 

sentiment prior. 

• The tunable parameter is automatically learned and 

updated based on data. 
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Twitter Opinion Topic Model 

• Advantages of TOTM: 

– Models the target-opinion interaction directly, allowing 

the discovery of target-dependent opinions. 

– Provides a novel formulation to incorporate sentiment 

lexicon as prior into topic models. 

– Enables new ways to visualise and summarise the 

tweet corpus. 

• Product clustering. 

• Target specific sentiment analysis. 

• Brand comparison. 

• Opinion extraction. 
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• Main dataset: 

– Tweets containing electronic products are queried from 

the Twitter7 dataset. 

– This gives ~9 million tweets on electronic products. 
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Data 

• Main dataset: 

– Tweets containing electronic products are queried from 

the Twitter7 dataset. 

– This gives ~9 million tweets on electronic products. 

 

• Additional datasets: 

– Sentiment140 obtained online. 

• It has 800k positive tweets and 800k negative tweets. 

– SemEval 2013 tweets. 

• 6322 manually annotated tweets. 
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Experiments 

• Goodness-of-fit test: 

– Perplexity is commonly used to evaluate topic models. 

– Negatively related to the log likelihood of observed 

words, so lower perplexity is better. 

 
 

Due to modelling the target-opinion interaction directly 
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Experiments 

• Sentiment classification: 

– Compare predicted sentiment against ground truth.  

 (Electronic Product dataset has no sentiment labels) 
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Qualitative Results 

• Target-specific sentiment analysis. 

– Obtained by inspecting the top words in the target-

sentiment-opinion distributions. 

Words in bold are target-specific opinions. 
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Qualitative Results 

• Brand comparison: 

– The major brands are from hashtags and mentions. 
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Bibliographic Analysis 

• Motivation: 

– Research publications are readily available. 

– They are accompanied by auxiliary information such as 

authors, categories, publishers etc. 

– Another interesting information is the citation network. 

 

• Aim: 

– Utilise these auxiliary data for bibliographic analysis on 

research publications. 
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Citation Network Topic Model 

• We propose the Citation Network Topic Model 

(CNTM), comprised of: 

– A HPYP topic model (an extension of the ATM) that 

models text and incorporates authorship information. 

– Citation network Poisson model for the citations. 

 

 

 

 

 

 



www.company.com 

Citation Network Topic Model 

• We propose the Citation Network Topic Model 

(CNTM), comprised of: 

– A HPYP topic model (an extension of the ATM) that 

models text and incorporates authorship information. 

– Citation network Poisson model for the citations. 

 

• We also propose a method to incorporate 

supervision into topic modelling. 

– Using categorical information. 
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Citation Network Topic Model 

• Novelty in posterior inference: 

– Standard posterior inference procedure for topic 

models is with counts rather than probability vectors. 

– Incorporating citation information naively breaks this 

property. 

– We propose a novel inference algorithm that allows 

citation information to be treated as counts in the topic 

model.  

– Assumption: Connection between two documents is 

mainly determined by their dominant topics. 

• reasonable in practice. 
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Data 

• Datasets: 

– Query 3 datasets from CiteSeerX. 

– Additional 3 datasets from LINQS. 
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Experiments 

• Goodness-of-fit test: 
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Experiments 

• Document clustering: 

– Compare documents grouped by topics with ground 

truth categorical labels. 
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Qualitative Results 

• Topical summary extraction: 
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Qualitative Results 

• Author-topics network visualisation: 
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Tweets Exploration 

• Motivation: 

– Tweets are short, unstructured, often contain errors. 

– Tweets are informal – laden with user-defined 

abbreviations and hashtags. 

– Vanilla topic models do not well work on tweets. 

 

• Aim: 

– Make use of available information and design a topic 

model that works well on tweets. 
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Twitter Network Topic Model 

• We propose the Twitter Network Topic Model 

(TNTM), which uses: 

a)A GP network model that models the followers network. 

b)A HPYP topic model that models authors, text and 

hashtags (the hashtags are treated as words). 
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Data 

• Datasets: 

– T6 dataset is queried from the Twitter7 dataset using 

keywords. 

– The other 3 datasets are from Mehrotra et al. (2013). 
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Experiments 

• Ablation test: 

– Comparison of the full TNTM model with ablated 

counterparts (with some component removed). 
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Experiments 

• Document clustering: 

– Compared against LDA with different pooling schemes. 
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Qualitative Results 

• Topic labelling using hashtags: 

– Hashtags are good candidates for topic labels. 
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Qualitative Results 

• Authors inspection: 

– We look at several active tweeters and their dominant 

topic. 
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Summary 

• We proposed 3 nonparametric Bayesian topic 

models that incorporate auxiliary information for 

NLP tasks: 

– Opinion mining and sentiment analysis. 

– Bibliographic analysis. 

– Text data exploration. 

• We provided a framework to implement these 

topic models. 

• We found that topic models fit better to the data 

as we utilise more auxiliary information. 


